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Abstract
This study examines the effects of exposure to media narratives about science on perceptions pertaining to the 
reliability of science, including trust, beliefs, and support for science. In an experiment (n = 4497), participants 
were randomly assigned to read stories representing ecologically valid media narratives: the honorable quest, 
counterfeit quest, crisis or broken, and problem explored. Exposure to stories highlighting problems reduced 
trust in scientists and induced negative beliefs about scientists, with more extensive effects among those 
exposed to the “crisis/broken” accounts and fewer for those exposed to “counterfeit” and “problem explored” 
stories. In the “crisis/broken” and “problem explored” conditions, we identified a three-way interaction in 
which those with higher trust who considered the problem-focused stories to be representative of science 
were more likely to believe science is self-correcting and those with lower trust who perceived the stories 
to be representative were less likely to report that belief. Support for funding science was not affected by the 
stories. This study demonstrates the detrimental consequences of media failure to accurately communicate 
the scientific process, and provides evidence for ways for scientists and journalists to improve science 
communication, while acknowledging the need for changes in structural incentives to obtain such a goal.
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1. The nature of media of science

Much of the public’s knowledge about science comes not from perusing scientific journals but 
from accounts conveyed by media (National Science Foundation, 2018) and by the stories they tell 
(Kaplan and Dahlstrom, 2017). Through agenda setting, media tell us what scientific topics to 
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think about (McCombs and Shaw, 1972); through framing, they instruct us in how to think about 
them (Nisbet, 2010). By framing “stories . . . as relevant to the everyday lives of individual audi-
ence members, [they] can affect people’s beliefs about science . . .” (Hwang and Southwell, 2009). 
By increasing embrace of medical advances, such as vaccines, but also by enhancing support for 
federal funding of scientific research (Carter and Bélanger, 2005; Gauchat, 2012; Haerlin and Parr, 
1999; Rogers et al., 2007), media stories also can improve science’s well-being (Wilholt, 2013) as 
well as individual lives. Although confidence in science remains high (Krause et al., 2019), media 
coverage can both positively (Hilgard and Jamieson, 2017) and negatively (Jasanoff, 1997) affect 
trust in it and in the scientific community. In this study, we specifically focus on media narratives 
that bring forward the question of the reliability of science as a source for information about the 
world (Oreskes, 2019).

There are multiple ways to define narratives. In this study, we follow the broad definition of 
narratives as stories containing information about setting, characters, and their motivations 
(Braddock and Dillard, 2016), “a representation of connected events and characters that has an 
identifiable structure, is bounded in space and time, and contains implicit or explicit messages 
about the topic being addressed” (Kreuter et al., 2007: 222). Since our understanding of the 
world comes in part through narratives, and exposure to and engagement with a narrative can 
produce narrative-consistent beliefs (Braddock and Dillard, 2016), it is important that media 
narratives about science accurately reflect its practices and norms.

Both experiments (Cappella and Jamieson, 1996) and surveys (Avery, 2009; Morris, 2007) 
have documented the effects of media coverage on trust in, beliefs about, and support for politi-
cians and governmental institutions. In the scientific domain, however, conclusions about the 
existence of comparable media effects have been based on inferences either from the content 
analysis of patterns of media coverage (Boykoff, 2008; Jamieson, 2018) or on survey data 
(Anderson et al., 2014; Hmielowski et al., 2014) showing co-variance between the existence of 
certain content and changes in public trust in scientists. Missing is an experimental assessment 
of exposure to science narratives, in general, and focused, in particular, on media narratives 
about its reliability, failures, and corrective efforts. Specifically, this study investigates media 
narratives that could shape perceptions around the reliability of science (Oreskes, 2019). It is 
the goal of this study to fill this gap by examining the effects of four media narratives about 
science on perceptions pertaining to the reliability of science and scientists as custodians of 
knowledge and truth (Nisbet et al., 2002).

2. The potential effects of science narratives

The narratives that media convey about the reliability of science include four of interest here 
(Jamieson, 2018). The “honorable quest” story chronicles a scientific discovery in which the hero 
scientist has produced reliable and consequential knowledge through a journey yielding knowl-
edge, often cast as discovery. By contrast, the “counterfeit quest” story recounts a specific kind of 
retraction of a published work, one not based in innocent error but in guileful conduct. Here, the 
scientist is not a hero but a poseur who has engaged in a dishonorable or counterfeit quest, gulled 
the custodians of knowledge into certifying a resulting finding unjustified by the evidence, been 
caught and eventually punished. The third narrative type indicts science and scientists, in general, 
for their failure to address a problem in its conduct. In it, science is portrayed in “crisis” or as “bro-
ken.” The final narrative focuses on scientists exploring and hence potentially remedying one of 
the problems focal to the crisis or broken narrative. Among the topics on which the latter two con-
centrate are failures to reproduce key findings, the rise in numbers of publication that have been 
retracted, failures of peer review and concerns about fraudulent conduct by scientists. Our purpose 
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here is exploring whether exposure to these narratives affects trust in science and scientists and 
willingness to increase scientific funding.

The honorable quest or discovery narrative features terms such as “advance,” “path-breaking,” 
and “breakthrough” and tells the story of scientists who have advanced knowledge through a find-
ing cast as new and important, as a discovery. These stories rarely acknowledge dead ends or false 
starts, and often fail to emphasize the need for additional ongoing research (Jamieson, 2018). Like 
the honorable quest narrative, the counterfeit quest story focuses on individuals. But where the 
former celebrates an advance by a scientist, the latter tells the story of a scientist or team of scien-
tists whose journey to “discovery” and a resulting finding have been found wanting and purged 
from the scholarly record through retraction.

A counterfeit narrative assumes the existence of an earlier discovery story. So, for example, 
upon publication of Andrew Wakefield’s subsequently discredited research linking the Measles, 
Mumps, and Rubella (MMR) vaccination and autism, “discovery” headlines proclaimed, “Doctors 
link autism to MMR vaccination” (Laurance, 1998). But when evidence of error and deception 
surfaced, counterfeit quest stories announced, “Retracted autism study an ‘elaborate fraud,’ British 
journal finds” (CNN Wire Staff, 2011). As in the retraction of other widely publicized but spurious 
findings, Wakefield’s wrongdoing and ultimate punishment were chronicled. “British medical 
council bars doctor who linked vaccine with autism,” (Burns, 2010) noted one headline. A compa-
rable pattern characterized the discrediting of the pluripotent stem cell findings of Haruko Obokata 
and her colleagues (Hilgard and Jamieson, 2017), and the retracted work of Anil Potti on microar-
ray genetic analysis to create personalized cancer treatment (Federal Register, 2015).

The “science is broken/in crisis” narrative concentrates not on individual scientists but on 
broader and more systemic problems in a specific scientific discipline or in science writ large. Like 
the honorable question narrative, this one also recounts discovery, but here the discovery is of a 
problem that science as an institution or collective community has ignored or downplayed. These 
narratives call attention to a problem and assert that is persistent, pervasive, and costly (Jamieson, 
2018). Prominent instances of the narrative include the Economist’s “Trouble at the lab: Scientists 
like to think of science as self-correcting. To an alarming degree, it is not” (The Economist, 2013) 
and the Los Angeles Times’ “Science has lost its way, at a big cost to humanity” (Hiltzik, 2013).

Driving the crisis or broken narrative are problems such as reports of unsuccessful efforts to 
replicate findings in psychology (Open Science Collaboration, 2015) and preclinical cancer 
research (Errington et al., 2014), a rise in the number of retractions (Marcus and Oransky, 2017), 
failures of peer review (Ferguson et al., 2014), misuse of statistics (Gelman and Loken, 2014), and 
multiple, highly publicized case in which supposed scientific achievements have been decertified, 
some of them for fraudulent behavior.

The news coverage that followed the scientific failures detailed earlier has the potential to 
deteriorate trust in science and scientists. In essence, the narratives around scientific failures and 
the ways science respond to them communicate messages about the reliability of science 
(Oreskes, 2019). We focus on beliefs about both the promise of science to advance humanity 
(science as beneficial) and about scientists’ trustworthiness (or in the case of negative depictions 
of science, potential reservations about scientists’ competence, integrity, and benevolence, see 
Jamieson, 2018).

3. Recontextualizing scientific failures: The norm of self-correction

The crisis or broken narrative is problematic for the communication of the reliability of science 
for a number of reasons. By ignoring efforts to address the identified problems, it invites an inac-
curate inference about the nature of scientific inquiry. At the heart of the scientific endeavor is a 
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culture of transparency and self-correction, characteristics that differentiate it from dogma and 
some other ways of knowing (Binder et al., 2016; Oreskes, 2019). If identifying and publicizing 
a problem in science is evidence of these norms in action, then it is inapt to use this evidence as 
the basis for characterizing the state of science as “rigor mortis” (Harris, 2017) or a rise in the 
number of retractions as a “retraction epidemic” (Fang et al., 2012) or failures to replicate as a 
“replication crisis” (Hendriks et al., 2020), without also indicating that the identification of the 
problem is a first stage in the process of correcting it and a sign of science’s health not its demise 
(Oreskes, 2019). Because detection of mistakes and errors is a central part of a healthy scientific 
process (Jamieson, 2017), journalists could treat a retraction not only as evidence of a first stage 
in science’s process of self-correction, but also of its transparency norm at work (Alberts et al., 
2015). In this view, retractions are a signal that science is working as it should (Marcus and 
Oransky, 2017). So too is identification a systemic problem. When a media piece points to efforts 
by scientists to understand the nature and scope of an identified problem, we treat it as an instance 
of the “problem explored” narrative.

While the “problem explored” narrative better reflects the notion that science is engaging in the 
process of self-correction than does the crisis or broken story, it was not found in prior research 
(Jamieson, 2018) or in our own content analysis to be a prevalent narrative in media coverage of 
science (see Supplemental material). Instead, Jamieson (2018) found that most media accounts 
about scientific problems fail to include a statement about active measures taken by the scientific 
community to address them. While most coverage is dedicated to honorable quest depictions of 
scientific discovery (see Supplemental material), when a mistake or a fraud is discovered and put 
on the agenda, the journalistic focus on negative information makes “science is self-correcting” a 
less appealing headline than “science is broken” or “science is in crisis” (Hilgard and Jamieson, 
2017). Yet, many have argued that the former is a more accurate representation of the nature and 
function of science (Alberts et al., 2015; Shiffrin et al., 2018).

To sum, while scholars have argued that media narratives about science can shape public per-
ceptions about science and scientists (Kaplan and Dahlstrom, 2017), experimental evidence 
remains lacking. In this study, we examine the effects of exposure to specific narratives about sci-
entific activity that were identified in prior research to be prevalent in American news media 
(Jamieson, 2018). We argue that the common narratives used to discuss scientific failures, by either 
individual exemplars (counterfeit quest) or systemic problems (science is in crisis), fail to com-
municate scientific norms of continuing exploration, scrutiny, and skepticism. In the next section, 
we propose hypotheses for their expected effects, and suggest that a narrative structure focused on 
how scientific failures are identified and corrected could alleviate the detrimental effects of the 
failure stories and thus improve science communication.

4. This study

Since the honorable quest or discovery stories celebrate the success of scientific efforts and the 
contribution of scientists to the development of knowledge and innovation (Jamieson, 2018), we 
expected exposure to them to yield the most positive perceptions about science. Due to their focus 
on scientific failures, we expected each of the problem stories to yield more negative perceptions 
than exposure to no stories about science (control). As for the differences between problem sto-
ries, we expected narratives focusing on the individual scientist (i.e. quest and counterfeit quest) 
to affect perceptions of science to a lesser extent than the crisis narrative (which focuses on prob-
lems in science, in general) because media accounts focused on a specific person’s experience 
have been found to elicit attributions of responsibility to the individual rather than to an institution 
such as government (Iyengar, 1994, 1996). Finally, we expected the problem explored narrative 
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to ameliorate the negative effect of the crisis or broken focus by supplementing it with evidence 
that scientists are exploring the problem. As a result, we hypothesized that

H1. Exposure to narratives about science will influence trust in scientists, with the honorable 
quest or discovery stories yielding the highest trust and the failure narratives the lowest.

H2. Exposure to narratives about science will influence beliefs about scientists, with the honor-
able quest or discovery stories yielding a stronger agreement with the argument that science is 
beneficial and self-correcting and the failure narratives the weakest agreement with the 
statements.

H3. Exposure to narratives about science will influence support for funding of science, with the 
honorable quest or discovery stories yielding the strongest support and the failure narratives the 
weakest support.

Finally, we expected audiences’ interpretations of whether coverage of scientific problems was 
evidence that science is self-correcting to be influenced by readers’ preexisting attitudes and beliefs 
about science. According to Fishbein and Ajzen (1972), beliefs are subjects’ perceptions that an 
object or person has certain characteristics, qualities, or attributes, while attitudes include a crucial 
component of affect and valence (e.g. favorable–unfavorable evaluations). In this study, we focus 
on two specific beliefs—that scientists are reliable authorities (Binder et al., 2016) and the belief 
that the stories read could shed light on broader phenomena in real-world science (Brosius & 
Bathelt, 1994). According to Jamieson et al., (2019), the trustworthiness of science could be 
defined as the belief that scientists are competent (able to successfully perform their complex 
tasks), benevolent (working toward social good and not driven by competing interests), and of high 
integrity (honoring scientific norms of independence, scrutiny, and collaboration), and could, 
therefore, yield reliable scientific findings.

As for representativeness, media accounts often employ a type of information focusing on illus-
trating vivid individual cases (exemplars) to represent broad topics. The effectiveness of exemplars 
depends, in part, on the audience’s tendency to generalize from the specific exemplar features to a 
potentially larger aggregate population of similar exemplars (Zillmann, 2006). In our context, the 
effectiveness of the stories about individual scientists will depend, in part, on whether or not readers 
of the stories will generalize from the examples to a broader pattern of behavior among scientists in 
the real world. Since two of the three problem-based stories do acknowledge that those who wronged 
science were caught and punished (in the case of counterfeit) or that problems are being taken seri-
ously and probed (in the case of problem explored), we hypothesize (H4) that on average, when 
reading these two kinds of problem stories, perceived representativeness will increase the belief that 
science is self-correcting. Since the crisis narrative focuses solely on problems in science, we do not 
expect the same finding among readers of that narrative. In addition, we expect perceptions of rep-
resentativeness to interact with trust in scientists. Specifically, in H4, we posit that

H4a. The effect of exposure to narratives on belief that science is self-correcting will be moder-
ated by perceived-representativeness and trust, such that those who perceive counterfeit and 
problem explored stories as representative will be more likely than those who do not see them 
as representative to believe that science is self-correcting.

Even if one perceives the stories read to be representative of science, they will not necessarily 
embrace the belief that science is self-correcting. For one, scientists can identify mistakes and 
errors in their own work or in the work of others and not pursue its correction. In 
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order for corrective efforts to be effective and useful, one need to believe scientists are trustworthy, 
competent, and benevolent, and will, therefore, dedicate themselves to improving the scientific 
endeavor (Jamieson, 2018). We, therefore, expect readers who perceive the counterfeit and prob-
lem explored stories as representative but have lower levels of trust will be less likely to conclude 
that scientists who catch errors and fraud work toward correcting them:

H4b. The effect of representativeness on the belief that science is self-correcting will be moder-
ated by trust, such that high levels of trust will strengthen the effect of perceived-representative-
ness, while lower trust will reverse it.

As detailed in the “Method” section, each condition randomly assigned participants to one of 
three stories representing the condition. The full texts can be found in the Supplemental material. 
The narratives created for this experiment were edited from actual media pieces, standardized for 
length, and were reliably categorized into the expected conditions by three independent coders 
(Krippendorff’s alpha of .85). To test the effects of exposure on perceptions, we conducted ANOVA 
tests, using Tukey contrasts for post hoc comparisons. Since each condition was represented by 
three individual stories (each participant read only one), we first compared the collapsed condi-
tions (averaged across the three stories) and then separately compared the 13 stories (12 experi-
mental conditions and control) to examine whether any produced different effects than others 
within condition.

5. Method

Participants and procedure

We randomly assigned 4497 Americans (2462 females, 3034 Whites, 552 African-Americans, 
911 other) between the ages of 18 and 81 (M = 45.71, SD = 13.59)1,2 from a Survey Sampling 
International (SSI) online panel3 to one of five conditions—four treatment conditions and one 
control.4 In each of the treatment conditions, participants read an article about science cast in one 
of the following four narratives: quest or discovery (condition 1), counterfeit quest (condition 2), 
“science is broken/in crisis” (condition 3), or “problem explored” (condition 4). Those in the 
control read about baseball. As a measure of attention, participants answered a question about 
the article’s topic. Those who failed the attention check were omitted (83.2% completed the 
study). After exposure to condition, participants answered a questionnaire and demographic data 
were collected. All procedures were approved by the University of Pennsylvania’s Institutional 
Review Board.

A common challenge to the internal validity of message effects studies, known as the “case-
category confound” (Jackson, 1992) is that if studies use only one story to represent each condi-
tion, it is impossible to know whether the effects found were the result of the intended manipulation, 
or some specific features of that one story. To minimize the possibility that responses to a single 
story were idiosyncratic, three stories (labeled a, b, and c below) that fit each narrative were created 
from actual media accounts. Each participant read one media piece. Length ranged from 117 to 169 
words.5 Because the aim of this study is to test the potential effects of exposure to ecologically 
valid media narratives about science, the stimuli examined in this study rely on edited instances 
located in media that are consistent with the four story lines whose existence was supported by 
content analysis. (For method used for supporting content analysis see the Supplemental material). 
To reduce a potential threat to validity due to case-category confound (Jackson, 1992), we used the 
following three stories per condition:
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Condition 1: Quest or discovery narrative. These stories described a discovery in (a) immuno-
therapy to treat leukemia, (b) treatment of diabetes using a vaccine, or (c) astrophysics in the 
form of ghost particles in a distant galaxy. Each explained the discovery and noted its impor-
tance. The headlines of the articles (whose texts can be found in the Supplemental material) 
were (1) in cancer treatment, science produces a breakthrough; (2) diabetes breakthrough: 
Common vaccine can improve blood sugar levels long-term; and (3) in cosmic first, scientists 
detect “ghost particles” from a distant galaxy.

Condition 2: Counterfeit quest narrative. These pieces described the discrediting and retraction 
of widely publicized work in the areas of (a) tailored cancer treatments (Potti), (b) pluripotent 
stem cells (Obokata), or (c) eating behavior (Wansink), and reported the negative consequences 
for the researcher. The headlines were (1) how bright promise in cancer testing fell apart; (2) 
stem cell scientists implicated in scandal; and (3) a Cornell scientists’ downfall.

Condition 3: “Science is broken/in crisis” narrative. These stories included information on lack 
of replication of key studies, concerns about peer review, evidence of increasing numbers of 
retractions, and worries that the incentive structures in science are leading to corner-cutting or 
misconduct. The first story described the failure to replicate 47 “landmarks in the science of 
cancer,” widespread statistical mistakes, failures in peer review, and pressures that “push scien-
tists to cut corners.” The second cited three instances in which fraudulent scientific research 
published in top journals was retracted, noted the frequency of retraction, specified harm done 
by one of the retracted articles, and noted the need for the US Office of Research Integrity to 
sanction some researchers for misconduct. The third story reported an “alarming increase in the 
number of retractions,” noted the frequency with which misconduct was a potential cause of 
retractions, and indicted the “perverse incentives that drive scientists to make sloppy mistakes 
or knowingly publish false data.” The headlines were (1) scientists like to think of science as 
self-correcting. To an alarming degree, it is not; (2) what is behind big science frauds? and (3) 
misconduct widespread in retracted science papers, study finds.

Condition 4: “Problem explored” narrative. Each described replication problems in psychology 
and efforts by scientists or projects to determine whether replications recreated under rigorous 
conditions produced the same results as the original studies. As in the crisis condition, these 
stories focused on a systemic problem in scientific work and not the wrongdoing of an indi-
vidual (the focus of the counterfeit condition). The exploratory efforts captured in this condition 
were conducted by teams of scientists. The headlines were (1) psychologists explore ways to 
increase the reliability of psychology studies; (2) science has its problems, but the web could be 
the fix; and (3) psychology under scrutiny and self-correction.

Condition 5: Baseball: An early history. The control condition recounted the origins of 
baseball.

To sum, our study employs a between-subject design, where each participant is randomly 
assigned to one of five conditions, and then again randomly assigned to one of three stories repre-
senting this condition. In other words, our study randomly assigned each participant to one of 13 
stories (three for each of the four science narrative types and one control). In our analysis, we first 
examined whether exposure to different stories that were supposed to represent the same category 
(e.g. exposure to different versions of the crisis narrative) yielded similar effects. If there were no 
differences between stories representing each category, we aggregate participants into the five 
conditions (i.e. instead of the 13 conditions represented by each story).
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Measures

Trust in scientists. Three items ranging between 1 (low) to 5 (high) capturing three dimensions of 
credibility (Fiske et al., 2007): “thinking about scientists in general, to what extent would you say 
that scientists in general [‘share your values’/‘are competent at what they do’/‘are honest and trust-
worthy’]” (α = .81).

Belief that science is beneficial (three items). “Think about the scientific findings produced by U.S 
scientists in the past decade just your best guess, how much of that science [has benefited the coun-
try as a whole / has benefited people like you / has produced important knowledge], with the fol-
lowing possible responses: ‘Not much at all’, ‘Not too much’, ‘Some’ or ‘A lot’” (α = .86).

Belief that science is self-correcting. Three items ranging from 1 (rarely) to 5 (often): “When a study 
is flawed, the scientists involved in it catch and correct the mistake prior to its publication,” “When 
fraud occurs in scientific research, how often do you think it is caught,” and “When scientists make 
mistakes in their research, how often do you think other scientists catch it”? (α = .73).

Support for funding of science. Four items ranging from 1 (funding should be decreased signifi-
cantly) to 5 (funding should be increased significantly): “Please indicate which of the following 
statements comes closest to your view: Regarding the funding for [cancer research / research about 
the planets, stars, and universe / research by social scientists / research in medicine]” (α = .73).

Representativeness. “Just your best guess, how often do the kinds of scientific activities presented 
in the article actually occur in SCIENCE,” ranging from 1 (very rarely) to 5 (very often), with 3 
defined as “some of the time.”

6. Results

Overall, across conditions, trust in scientists was moderately high (M = 3.68, SD = .75). Beliefs that 
science is self-correcting (M = 3.30 SD = .75) and beneficial (M = 3.07, SD = .73) were moderate to 
high. Support for increasing funding was moderate (M = 3.64, SD = .75).

H1 predicted that trust in scientists will be strongest among readers of the honorable quest or 
discovery stories, followed by the control, problem-explored, counterfeit, and crisis conditions. A 
one way analysis of variance showed that the effect of exposure on trust was significant F(4, 
4492) = 2.851, p = .022. The strongest trust was expressed among those who have read the discov-
ery stories (M = 3.74, SD = .74), followed by counterfeit (M = 3.70, SD = .73), problem explored 
(M = 3.67, SD = .74), control (M = 3.67, SD = .75), and crisis (M = 3.62, SD = .77). The planned post 
hoc contrasts analysis revealed that only the difference between discovery and crisis was signifi-
cant (p = .010). As expected, the discovery condition yielded the strongest trust and the crisis condi-
tion the weakest, though other comparisons were not statistically significant. H1 was partially 
supported.

H2 predicted that agreement with the beliefs that science is beneficial and self-correcting will 
be more positive among readers of the honorable quest or discovery stories, followed by the con-
trol, problem-explored, counterfeit, and crisis conditions. An one way analysis of variance showed 
that the effect on the belief that science is beneficial was significant F(4,4492) = 9.201, p < .001). 
Belief that science is beneficial was strongest among those who were exposed to the control condi-
tion (M = 3.18, SD = .75), followed by discovery (M = 3.10, SD = .70), counterfeit (M = 3.04, 
SD = .75), crisis (M = 3.01, SD = .73), and problem explored (M = 3.00, SD = .73). The planned post 
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hoc contrasts analysis revealed that the difference between the control and the counterfeit, crisis, 
and problem explored was significant (p < .001) and the problem explored was significantly lower 
than the discovery condition (p < .001). All other comparisons were not significant.

As for the belief that science is self-correcting, the one way analysis of variance showed that the 
effect on the belief that science is self-correcting was significant F(4,4492) = 8.711, p < .001). The 
belief that science is self-correcting was strongest among those reading stories from the discovery 
condition (M = 3.37, SD = .76), followed by the control (M = 3.34, SD = .76), counterfeit (M = 3.33, 
SD = .74), problem explored (M = 3.26, SD = .75), and crisis (M = 3.18, SD = .75). The planned post 
hoc contrasts analysis revealed that the difference between the crisis condition and the control, 
discovery, and counterfeit conditions was statistically significant (p < .001). The difference 
between problem explored and the discovery was also significant (p = .034). H2 was partially 
supported.

H3 predicted that support for funding science will be strongest among readers of the honorable 
quest or discovery stories, followed by the control, problem-explored, counterfeit, and crisis condi-
tions. An one way analysis of variance showed that the effect on support for funding was not sig-
nificant F(4, 4492) = .748, p = .559. No significant differences were found between the control 
(M = 3.62, SD = .83), counterfeit (M = 3.58, SD = .83), discovery (M = 3.57, SD = .82), problem 
explored (M = 3.57, SD = .82), and crisis conditions (M = 3.55, SD = .84). H3 was not supported.

The means per condition for H1–H3 can be seen in Table 1.
H4 predicted a three-way interaction for the effect on the belief that science is self-correcting 

between exposure to conditions, trust, and perceived-representativeness. Specifically, we hypoth-
esized that (a) those who perceive the counterfeit quest and problem explored (but not crisis) sto-
ries to be representative would be more likely to believe that science is self-correcting compared to 
those who believe the opposite and (b) higher trust in scientists would strengthen and lower trust 
in scientists reverse the effect (i.e. those who see the story as more representative but have lower 
levels of trust in scientists would be less likely to conclude that scientists catch errors and fraud for 
participants exposed to the two narratives portraying systemic problems in science but not for 
those exposed to the counterfeit story).

As can be seen in Table 2, a multiple regression found a significant three-way interaction between 
condition (problem explored vs counterfeit), representativeness, and trust (p = .004). On average, 
trust increased the perception that science is self-correcting (p < .001) but perceived-representative-
ness did not (p = .796). However, when looking at the three-way interaction, participants in the 
counterfeit condition who perceived the activities to be representative of science expressed more 
belief that science is self-correcting, independent of the level of trust (see Figure 1, where the slope 
for counterfeit across levels of trust remains the same). However, the effect of perceived representa-
tiveness on the belief that science is self-correcting for participants in the problem explored 

Table 1. Means and standard deviations for trust, beliefs, support for science as a function of exposure 
to condition.

Dependent variable Honorable 
quest

Counterfeit 
quest

Science is 
broken

Problem 
explored

Control

Trust 3.74 (.74) 3.699 (.73) 3.623 (.77) 3.669 (.74) 3.674 (.75)
Science is beneficial 3.097 (.70) 3.039 (.75) 3.01 (.73) 3.00 (.73) 3.178 (.75)
Science is self-correcting 3.366 (.75) 3.33 (.74) 3.179 (.75) 3.263 (.75) 3.343 (.76)
Support for science 3.565 (.82) 3.582 (.83) 3.555 (.84) 3.567 (.82) 3.615 (.83)

Standard deviations appear in parentheses next to each mean.
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condition was moderated by trust. Specifically, among readers of the problem explored condition, 
for those with lower trust in scientists (the left panels in Figure 1), the more they believed the stories 
are representative the less likely they were to believe science is self-correcting. However, the effect 
was canceled for those with moderate trust (trust = 3), and reversed for those who had high trust in 
scientists (right panels of Figure 1). For those with high levels of trust in scientists who read stories 
from the problem explored condition, the more representative the stories were, the more they 
believed that science is self-correcting. Since the three-way interaction was significant for the prob-
lem explored but not the crisis condition, H4 was supported.

7. Discussion

The media, which remain a primary source of scientific information, often fail to recognize the role 
retractions and failed replications play in scientific progress (Hilgard and Jamieson, 2017). Indeed, 
a media narrative emphasizing how the identification of scientific mistakes could advance science 
through the healthy process of self-correction is largely absent in real world journalistic coverage 
(Jamieson, 2018). Instead of an indicator that science is unreliable, for example, retractions can be 
thought of as an indication that science is self-correcting (Marcus and Oransky, 2017).

Importantly, we do not claim that scientific failures should not be covered in the media. 
Scientists make mistakes, some intentional and some not, and we believe that the public benefits 
from journalistic coverage of such failures. What we argue is that such mistakes are a healthy part 
of the scientific process (Oreskes, 2019) and that media coverage could better “reflect the realiza-
tion that because critique and self-correction are hallmarks of the scientific enterprise, instances 
in which scientists detect and address flaws constitute evidence of success, not failure, and exem-
plify the underlying protective mechanisms of science at work” (Jamieson, 2018: 6). The cover-
age we propose in the problem explored narrative also better communicates the limitations of 
scientific findings. Specifically, it can help readers see scientific discoveries and findings as open 
for further ongoing scrutiny, conveying the message that “nothing in science is set in stone and 

Table 2. Regression analysis for interaction between condition, trust, and perceived-representativeness 
on the belief that science is self-correcting.

Effect Estimate SE p

Intercept 1.325 .295 <.001***
Condition (crisis vs counterfeit) −.803 .464 0.083*
Condition (problem explored vs counterfeit) .862 .421 .041*
Representativeness .022 .087 .796
Trust .495 .076 <.001***
Crisis × representativeness −.272 .128 .034*
Problem explored × representativeness −.329 .125 .008**
Crisis × trust −.174 .122 .153
Problem explored × trust −.258 .111 .020*
Representativeness × trust .007 .022 .721
Crisis × representativeness × trust .052 .033 .120
Problem explored × representativeness × trust .091 .032 .004**

SE: standard error.
*p < .05; **p < .01; ***p < .001.
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Figure 1. The interaction between condition, perceived representatives, and trust on the belief that 
science is self-correcting.

only through experience and observation can we successfully advance our understanding” 
(Denholme, 2020: 121).

The absence of such stories could be the result of multiple factors, including perceived news-
worthiness (Stryker, 2002) or the minimal incentives scientists have to share replications with 
journalists (as opposed to more novel studies and discoveries, see Harris, 2017). An alternative 
explanation could be that since journalists expect science to yield reliable results (as evident in the 
popularity of the honorable quest narrative), scientific failures could be seen as more novel and 
surprising, which in turn could make them more appealing to journalists (Stryker, 2002). That 
explanation, however, does not account for the fact that when failures are covered, replications and 
explanations of the nature of science remain absent. In both cases, due to the expected negative 
effects of problem-focused stories, and the relative absence of stories that put scientific failures in 
context by explaining attempts to address them, in this study, we assessed the potential effects of 
exposure to media narratives about scientific success and failure, and examined whether the addi-
tional discussion of efforts to address them in the problem explored condition blunted the negative 
effects of the exposure to scientific failures in the first part of that narrative.

This study demonstrates the adverse, if small, effects of problem-focused media narratives on 
trust in, beliefs about, and support for scientists and points to the importance of perceived repre-
sentativeness and audience trust in scientists in the audience’s response to them. Perceived repre-
sentativeness and trust in scientists affect the likelihood that one will infer from the two systematic 
problem stories (i.e. crisis/broken and problem explored) that science is or is not self-correcting. 
When participants were exposed to systemic problem stories but not to the scientist-focused ones, 
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trust in scientists moderated the effect of perceived representativeness on the belief that science is 
self-correcting. We suppose that those exposed to a counterfeit quest (retraction) story which they 
saw as representative attributed the described failure to the individual scientist, while those exposed 
to stories about systematic problems used their level of trust in scientists to determine whether 
errors and fraud were likely to be caught. Future studies should measure attribution of responsibil-
ity directly.

The findings in regard to the problem explored condition could be seen as encouraging from a 
science communication perspective, though the interaction effect suggests that the potential could 
be limited by mistrust. On one hand, the range of negative effects of the crisis narrative compared 
to the more limited ones of the problem explored stories argues that scientists should focus press 
attention not on problems and failures in science but, assuming that they are in fact being addressed, 
on the ways in which they can and are being tackled. Such emphasis could be of benefit, at least 
for those who trust scientists to begin with. On the other hand, the interaction effect suggests that 
those who distrust scientists may not be persuaded by the addition of information about corrective 
attempts. Thus, in order for such messaging to be effective, an ongoing effort by the scientific com-
munity to signal and bolster the trustworthiness of science is needed (Jamieson et al., 2019).

Meanwhile, the representativeness effect underscores the value of demonstrating that efforts to 
address identified problems are ongoing and potentially productive. However, we once again 
acknowledge that news coverage of science is the product of a negotiation between scientists and 
journalists, both of which may be incentivized to prioritize more sensational, novel stories (Harris, 
2017; Stryker, 2002) on the expense of the somewhat pedestrian, yet crucial, topic of self-correc-
tion. Better science communication will therefore require a cooperation from both scientists and 
the media.

This study is limited by its reliance on self-reports and by its inability to assess the effects of 
recurrent exposure to one of the narratives or to them in combination. Although the impact of sin-
gle instances of communication is usually short-lived (Hilgard and Jamieson, 2017), recurrent 
exposure can produce sustained effects (Gerbner, 1998). In addition, our study examined the effects 
of a one-time exposure to science narratives in a controlled experimental environment. In the real 
world, people are likely to learn about science through multiple sources, and their exposure could 
interact with prior knowledge and exposures. It could also be influenced by socioeconomic and 
other variables. However, to better estimate the effect of the experimental manipulation, we opted 
not to use demographics as covariates in our models, as differences between groups on multiple 
observed and unobserved variables are expected to cancel each other out (Mutz et al., 2019). Future 
studies could shed more light on the role of individual characteristics as well as the cumulative 
effect of multiple exposures to multiple narratives across media. Meanwhile, scientists and those 
who communicate about their findings need to develop narratives that reflect the nature of scien-
tific inquiry and its norms and practices as well as the practices it uses to detect and correct error 
as well as fraud. Another limitation is the use of relatively short media narratives, edited from 
longer real news articles. The use of short version allowed us to better control the manipulation and 
thus increase internal validity, but future studies may examine the effect of longer, more complex 
news articles. Finally, our content analysis, as well as prior research (Jamieson, 2018) have indi-
cated that the most common perspective through which science is being discussed in the news 
remains the honorable quest story, with its focus on successful discovery efforts. Due to increasing 
discussions among academics and the press about the so-called “replicability crisis,” and in light 
of growing mistrust in science among segments of the population, we have focused our analysis on 
the potential detrimental effects of problem-stories and the need to design alternative stories that 
better contextualize scientific failures. Future studies would be able to follow trends in media cov-
erage to better understand the real-world effects of problem stories.
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In sum, the aim of this study was to provide empirical evidence for the effects of exposure to 
media narratives about the reliability of science on people’s perceptions about science and scien-
tists (Kaplan and Dahlstrom, 2017). We exposed participants to media narratives with high eco-
logical validity (i.e. similar to real world news stories about science), representing common story 
types identified in prior research (Jamieson, 2018). While the honorable quest story remains the 
most common in the media, when failures are discussed, they tend to ignore scientific attempts to 
address the problems. We argue that such narratives about individual or systemic scientific failures 
fail to communicate scientific norms of continuing exploration, scrutiny, and skepticism and could, 
particularly if being presented regularly and consistently, harm public trust and confidence in sci-
entific work. We also show how our suggested problem-explored narrative could ameliorate those 
detrimental effects and yield more positive beliefs and attitudes about science and scientists, by 
better communicating scientific norms of continuing exploration, scrutiny, and skepticism. As sci-
ence communication in news media is the result of a negotiation between scientists and journalists, 
these results could guide future science communication efforts by both journalists and members of 
the scientific community. Like others before us (e.g. Valentine et al., 2011), we believe that such a 
change will require scientific institutions to reconsider the current incentive structure, that prior-
itizes the promotion of novel, statistically significant discoveries over a rigor self-correction efforts 
(Harris, 2017).
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Notes

1. Hernandez, D. (2 November 2017). The Great Pyramid of Giza Gives Up a Secret. The Wall Street Journal.
2. Compared with census data (https://www.census.gov/programs-surveys/cps/data-detail.html), our sam-

ple is more educated (1.5%with education less than high school degree compared with census’ 11.7 in 
the United States as a whole, 17.5% high school graduates compared with 33.5% in the population as a 
whole, 22% some college compared with 24.6%, and 50.5% college graduates compared with 30.7%). 
Our sample consisted of 45.3% males compared with census’ 48.4%. It included fewer Whites (60.7% 
compared with 64.4%), Blacks (11.0% compared with 11.8%), and Hispanics (11.3% compared with 
15.8%). Finally, it consisted of 14.7% of people between the ages of 18 and 29 (compared with 21.3%), 
38.3% between the ages of 30 and 49 (33.5%), 36.4% between the ages of 50 and 64 (25.8%), and 10.6% 
above 65 years (29.4%).

3. The nonprobability panel sample was collected by Research Now, who set the sample quotas to mirror 
the general population census numbers for age, gender, region, and education.

4. Randomization to condition was successful, with no significant differences between conditions on key 
demographic variables (age, education, political party, race, and income).

5. No differences in effects were found for different article lengths, see “Results” section.
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